
Counterfactual Fairness (CF)

❑ CF: 𝑃 ෠𝑌𝑍→𝑧 𝑈 = 𝑦 𝑆 = 𝑠, 𝑍 = 𝑧) = 𝑃 ෠𝑌𝑍→𝑧′ 𝑈 = 𝑦 𝑆 = 𝑠, 𝑍 = 𝑧)

❑ Study Goal: Evaluate whether a 12-week reinforcement learning (RL)-based 

intervention reduces opioid analgesic (OA) misuse.

❑ Treatment: Each week, an online bandit algorithm assigns patients to one of 1) 

brief IVR call (<5mins), 2) longer IVR call (5-10 mins), and 3) live call with 

counselor (~20 mins). Self-reported responses to weekly surveys and baseline 

information (e.g., COMM score, pain severity) are used as contextual variables.

❑ Outcome: self-reported OA misuse score. 

❑ Unfairness might arise: Hispanics may under-report pain levels due to cultural 

factors, misleading the RL agent to assign less therapist time
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Theorem 1 (Counterfactual augmentation). Given observed history 𝐻𝑡 = ℎ𝑡  under 
CMDPs, 𝜋𝑡 satisfies CF if it admits the form 𝜋𝑡( ҧ𝒮𝑡 , തℛ𝑡 , ത𝑎𝑡−1) for any 𝑡 where

𝒮𝑡 = {𝑆𝑡
𝑍←𝑧(𝑘) ഥ𝑈𝑡(ℎ𝑡) }𝑘=1,…𝐾 and ҧ𝒮𝑡 = 𝒮𝑡′ 𝑡′≤𝑡,

ℛ𝑡 = {𝑅𝑡
𝑍←𝑧(𝑘) ഥ𝑈𝑡(ℎ𝑡+1) }𝑘=1,…𝐾 and തℛ𝑡 = ℛ𝑡′ 𝑡′≤𝑡.

Contextual Markov Decision Process (CMDP)

❑ 𝑍 ∈ 𝑧(1), … , 𝑧(𝐾)  is set of all levels of a sensitive attribute.

❑ 𝑆𝑡 = state; 𝐴𝑡 = action; 𝑅𝑡 = reward; 𝑈(⋅) = exogenous variable, 

❑ History up to time 𝑡 𝐻𝑡 = {𝑍, ҧ𝑆𝑡, ҧ𝐴𝑡−1, ത𝑅𝑡−1}.
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Definition (CF in CMDP). Given an observed trajectory 𝐻𝑡 = ℎ𝑡 = {𝑧, ത𝑎𝑡−1, ҧ𝑟𝑡−1, ҧ𝑠𝑡}, a 
decision rule 𝜋𝑡 is counterfactually fair at time 𝑡 if it satisfies the following condition:

𝑃𝜋𝑡(𝐴𝑡
𝑍←𝑧′ ഥ𝑈𝑡 ℎ𝑡 = 𝑎) = 𝑃𝜋𝑡(𝐴𝑡

𝑍←𝑧 ഥ𝑈𝑡(ℎ𝑡) = 𝑎)

for any 𝑧′ ∈ 𝑍 and a ∈ 𝐴 and ഥ𝑈𝑡(⋅) = {𝑈1
𝑆 ⋅ , 𝑈1

𝑅 ⋅ , … , 𝑈𝑡−1
𝑆 ⋅ , 𝑈𝑡−1

𝑅 ⋅ , 𝑈𝑡
𝑆 ⋅ }.

Theorem 2. (Stationarity of optimal CF policy) Let 𝐻𝐶𝐹 denote the class of policies 𝜋 =
{𝜋𝑡}𝑡≥1 where each 𝜋𝑡 maps ҧ𝒮𝑡 , തℛ𝑡 , ത𝑎𝑡−1  to a probability mass function of 𝐴. Let 𝑆𝐶𝐹 
denote the class of 𝜋 = {𝜋𝑡}𝑡≥1 ∈ 𝐻𝐶𝐹 for which there exists some function 𝜋∗ such that 
𝜋𝑡

ҧ𝒮𝑡 , തℛ𝑡 , ത𝑎𝑡−1 = 𝜋∗( ҧ𝒮𝑡) for any 𝑡 ≥ 1 almost surely. Then, under stationary CMDP, there 
exists some 𝜋𝑜𝑝𝑡 ∈ 𝑆𝐶𝐹 such that

𝐽 𝜋𝑜𝑝𝑡 = sup
𝜋∈𝐻𝐶𝐹

𝐽(𝜋) ,

where J 𝜋 = 𝐸𝜋 [σ𝑡=0
∞ 𝛾𝑡𝑅𝑡] with discount factor 𝛾 ∈ (0,1). 

❑ Assumption 1: For any 𝑡 < 𝑇, conditioning on 𝐻𝑡 blocks all backdoor paths 

from 𝐴𝑡 to 𝑆𝑡+1 and from 𝐴𝑡 to 𝑅𝑡. 

❑ Assumption 2: For any 𝑡 < 𝑇,  𝑆𝑡+1, 𝑅𝑡 ⊥ 𝑆𝑗 , 𝑅𝑗−1, 𝐴𝑗 𝑗≤𝑡−1
 | 𝑆𝑡, 𝐴𝑡, 𝑍.

❑ Assumption 3. For any 𝑡 > 1, 𝑈𝑡
𝑆 and 𝑈𝑡−1

𝑅  are deterministic functions of 𝐻𝑡.

❑ Assumption 4 (additivity of exogeneous variables). For all time 𝑡 ≥ 0, 

the exogeneous variables 𝑈𝑆
𝑡 and 𝑈𝑅

𝑡  are additive to 𝑆𝑡 and 𝑅𝑡, respectively.

Contributions

❑ Conceptualize counterfactual fairness (CF), a causal based fairness metric, in RL.

❑ Characterize the class of CF policies and demonstrate the form of the optimal CF 
policy under stationarity.

❑ Develop a sequential data preprocessing algorithm for fair policy learning.

❑ Theoretical guarantees for asymptotic unfairness control and regret bounds.

Counterfactual Fairness under CMDP

❑ Compare our proposal against the following in terms of value and fairness:

❑ Full: uses all variables including the sensitive attribute - (𝑆𝑡 , 𝑍).

❑ Unaware: uses all variables except the sensitive attribute - (𝑆𝑡).

❑ Oracle: uses concatenations of counterfactual states and rewards, which 
are assumed to be known – (𝒮𝑡).

❑ Random: a policy that selects actions at random.

❑ Behavior: the policy that was used to collect the input training data.

❑ We also investigate the impact of 

❑ Number of samples (N) 

❑ The strength (𝜂) of the sensitive attribute’s impact on states and rewards

Application to PowerED Study Data

❑ 207 patients over 12 weeks.

❑ sensitive attributes (separate analyses): education, age, sex, ethnicity.

❑ State variables: weekly pain, pain inference scores.

❑ 𝑅𝑒𝑤𝑎𝑟𝑑 = 7 − 𝑤𝑒𝑒𝑘𝑦 𝑠𝑒𝑙𝑓 𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 𝑜𝑝𝑖𝑜𝑖𝑑 𝑚𝑒𝑑𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑟𝑖𝑠𝑘 𝑠𝑐𝑜𝑟𝑒

❑ Unfairness: Random < Ours < Unaware < Full

❑ Value: Full > Unaware > Ours > Random (in general)

Candidate Talent Gender Pre-college 

school level

SAT score

A
100 Female Top 1500

100 Male Top 1550

B
100 Male Top 1550

100 Female Top 1500

Takeaways:  Under stationary CMDPs, we only need to focus on stationary policies.

all counterfactual 

states at time 𝑡

all counterfactual 

rewards at time 𝑡

calculate counterfactual 

states and rewards
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